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ABSTRACT
This paper reports on the design and use of tactile user
interfaces embedded within or wrapped around the de-
vices that they control.  We discuss three different inter-
action prototypes which we built.  These interfaces were
embedded onto two handheld devices of dramatically dif-
ferent form factors.  We describe the design and imple-
mentation challenges, and user feedback and reactions to
these prototypes.  Implications for future design in the
area of manipulative or haptic user interfaces are high-
lighted.
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INTRODUCTION
Over the past 5 years there has been increasing interest in
augmented reality and physically–based user interfaces [4,
6, 7, 8, 10, 12, 15, 16, 17].  A goal of these emerging
projects is to seamlessly blend the affordances and
strengths of physically manipulatable objects with virtual
environments or artifacts, thereby leveraging the particu-
lar strengths of each.  Typically this integration exists in
the form of physical input devices (e.g., phicons [7],
bricks [4]) attached to and tracking with electronic
graphical objects.  Movement of the physical object or
handle results in a corresponding movement or re-
orientation of the associated electronic item.  This map-
ping is further reinforced by tightly coupling the place-
ment of the physical objects relative to the electronic
items on a flat table-like display surface.

Another approach has been to use standard monitors or
even stereoscopic monitors with more realistic input de-
vices [6, 8].  In these cases, unique physical input devices
are cleverly matched to the requirements of the specific
application domain (e.g., MRIs, remote telerobotic con-

trol).  The affordances of the input devices are well
matched to the virtual representation of the object that
they represent.  Designers of commercial video games
have been taking such an approach to user interface ma-
nipulation since the invention of the Data Glove™, and
more recently with such games as flight simulation and
car racing, where the UI is controlled by steering throttles
or steering wheels.  Again, in these instances a specialized
input device controls a separate display.

These extensions to graphical user interfaces seem logical
in view of the widespread support and acceptance of di-
rect manipulation interfaces [11] and of real world meta-
phors such as trash cans and file folders [12]. We argue
that such physical user interface manipulators are the
logical realization in making the next UI metaphor the
real world itself, real objects having real properties which
are linked to or embedded in the virtual artifacts that they
control.  Furthermore, we conjecture that this increasing
interest from the UI design community reflects what will
become the 4th generation user interface paradigm

What are the implications of adopting such a paradigm for
the next generation of user interfaces? The goal of this
paper is to share our experiences in formulating useful
frameworks for thinking about this new class of user inter-
face, and to share what we have learned from designing,
building, and using several prototype physical interface
mechanisms.

Our work differs from the above discussed work on physi-
cal handles and unique input devices in at least one fun-
damental way.  We are investigating scenarios where the
physical manipulations are directly integrated with the
device or artifact that is being controlled.  They are not
input devices per se, but rather are embedded within the
artifact or within the device casing. Physical manipula-
tions of the device being controlled are recognized and
interpreted by that self-same device (i.e., the manipula-
tions are the “input device”).

Several research prototypes have been influential and re-
flect elements of this “embedded physicality” approach.
Fitzmaurice [3], Rekimoto [9], and Small & Ishii [12]
attached sensors to small handheld displays and subse-
quently used these displays to “scroll” through or view a
larger virtual space.  Movement of the display is mapped
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to corresponding movements in the virtual space, such as
changes to the view perspective [9] or to the degree of
magnification [12]. These prototypes demonstrated the
intuitiveness of this embedded physicality approach, un-
fortunately none were subsequently user tested or evalu-
ated.  Additionally, no conceptual framework or system-
atic principles were proposed to guide other designers.
The work we report here incorporates different manipula-
tions from these prior examples to further improve our
understanding of the breadth and potential  of these new
kinds of interactions.

We have been investigating both user-initiated physical
manipulations and environmentally-sensed physical
changes, in the interests of exploring a broad range of
possible applications and designs.

————————————————————————
Level Task I nteraction

Semantic: Abstract Task
|

Physical: Embodied Task —Manipulation
|

Implementation: Sensed Interpretation
————————————————————————

FIGURE 1.  Conceptual Framework of Design Process
for Physically manipulatable UIs

CONCEPTUAL FRAMEWORK
We now consider the elements which influence how and
when a physically manipulatable interface will operate.
First, the users start with a conception of which task or
operation they wish to accomplish at a device-independent
level of abstraction (Abstract Task in Figure 1), for exam-
ple, “go back to the previous page”.  The user interface
will be instructed to perform this action by means of some
physical interaction made by the user and, more impor-
tantly, understood by the user to correspond to that task
goal.  For example, “go back to the previous page” might
correspond to flicking the left corner of the document with
their finger from left to right as they would do when
turning a real physical page back (Kinesthetic Manipula-
tion) [.  (The elemental units of kinesthetic manipulation
are known as kinemes). There are two components to
well-designed “methods” reflected here: choice of
kinemes and choice of semantic bindings.

Kinesthetic manipulations are constrained by what is
physically possible and comfortable.  Within the context
of computer systems, they are additionally constrained by
limitations on the magnitudes of manipulations or move-
ments and the elimination of potentially embarrassing
movements.  (Imagine physical manipulations of compu-
tational devices while on a plane, for example).  Semantic
bindings have a number of constraints including: obvious
metaphors, existing social practice or convention, ease of
learning and remembering, capabilities of the human op-
erator, and capabilities of the technology [2].

Assuming the users understand a particular manipulation
as the one which corresponds to their task goal, and they

perform this manipulation (e.g., flicking the left corner),
the device must sense and interpret this manipulation
(Sensed Manipulations, Figure 1). Two critical constraints
apply.  First, the manipulation must be sense-able to the
device in an unambiguous way with the appropriate pa-
rameters if  any.  Second, there must be mechanisms ei-
ther internal to the technology or explicit in the interface
design to differentiate intentional versus inadvertent ac-
tions, for example, higher threshold values for intentional
actions.  A combination of the kinesthetic manipulation
and the sensing capabilities of the embedded technology
allow the computational device to perform its own Em-
bodied Task, which is then executed with appropriate state
change feedback provided to the users.

 The above framework highlights the major physical ma-
nipulation interface design stages which play key roles in
determining the success or failure of particular design
choices.  The boxes in Figure 1 represent the components
and the corresponding constraints imposed at each stage
of the interaction interpretation and execution.  The tran-
sitions between each of the components reflect design
choices for mappings and semantic bindings.  Using this
model, one can trace out the conceptually associated
physical manipulation, semantic binding, sensing technol-
ogy, executed task, and status feedback based on and de-
rived from the users’ task goal.  This helps to avoid de-
signs based on technology-centric perspectives which do
not tie in to real tasks or real user needs.  Potential prob-
lems can more easily be traced back to the position where
mismatches occurred – between user model/goal and as-
sociated kinesthetic manipulation, between kinesthetic
manipulation and sensing technology, between sensing
technology and the contextualized execution of the task,
or at the status feedback stage.

This framework also allows us to derive rules and design
principles at each component stage which apply  specifi-
cally to the creation of physically manipulatable inter-
faces.  These will be discussed below in the context of the
manipulation interactions we embedded into several pro-
totype interfaces.  These general design principles and the
conceptual framework are discussed in detail in [2].

THE “SQUEEZABLE COMPUTER” PROJECT
In order to determine whether the above framework was at
all helpful and to increase our understanding of physical
manipulation interfaces, we began a research program
aimed at designing, building, and testing a variety of em-
bedded sensor-based technologies which supported user
interaction through kinemes.  A multi-disciplinary team
was put together which included expertise in hardware
and sensor technology, software engineering, user inter-
face design, ergonomics and user evaluation.

Choosing the User Task
We chose several diverse and previously untried user
tasks.  The diversity allows us to try alternative kinds of
manipulations, different types of sensing technologies,
and better test our framework.  In starting with untried
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user tasks, we are contributing to the general body of
knowledge about physically manipulatable interfaces.
Additionally, we selected tasks which represented differ-
ent types of interaction, in particular, active user interac-
tion via explicit physical manipulations and passive user
interaction.  Finally, we selected tasks which were rele-
vant for other PARC research groups who were imple-
menting applications for portable document devices [10].
For this latter reason, we focused on portable pen-based
systems.

We chose several simple tasks: navigation within a book
or document, navigation through long sequential lists, and
sensing handedness with optimization for annotation.
(Note that the latter “task” is actually implicit in usage of
the device, what we term passive user interaction.)

Navigation within a book or document was divided into
several simple (and hopefully obvious) sub-tasks: turning
to the next page, turning to the previous page, and moving
forward or backwards in large “chunks” relative to the
beginning and ending of the book or document. These
tasks were related directly to the needs of the portable
document device research projects.

Generally, users conceptualize lists in different ways than
books or documents (though similar navigation techniques
could be used).  We decided to create a Rolodex meta-
phor–based technique for list navigation (see Figure 4a),
where navigation was continuous instead of discrete (as in
page turning).  The circular list is manipulated by turning
the Rolodex, while the direction of the turn determines
whether the cards flip from A to Z or from Z to A.  Again,
such navigation through lists of items was a dominant
document activity expected to play a significant role in
the portable document device research projects.

Sensing handedness meant that text or graphics would be
moved towards the non-dominant hand while screen space
would be maximized on the opposite side (next to the
hand holding the stylus).  This strategy is appropriate for
maximizing legibility of the text while holding the stylus
and annotating adjacent to the text.  This implicit “task”
provided us with a unique interface optimization for pen-
based systems when annotation plays a key role, which
was of particular relevance to the software applications
being developed.  In general, we were also interested in
exploring different mechanisms for determining handed-
ness unobtrusively.

Choosing the Kinesthetic Manipulations
Semantic Binding
We decided to use well understood real world manipula-
tions for the document navigation task. In particular, a
flick on the upper right corner from right to left would
indicate “forward one page”.  A flick on the upper left
corner from left to right would indicate “back one page”.
Moving forward or backward by chunks relative to the
beginning or ending of a document was more difficult to
represent for virtual documents.  We decided to use a
grasping manipulation at the top of the device, where the

relative position of the grasp determined the relative posi-
tion within the document.  Far left corresponded to page 1
and far right corresponded to the last page.  While this
was not tightly related to known real world metaphors,
appealed to the well-known GUI metaphor of the scroll
bar.

For the list navigation task, we decided to rely on the Ro-
lodex metaphor, which is often associated with address
lists (i.e., a circular list of cards on a roller).  In this case,
turning a circular list towards the user would begin flip-
ping through from A towards Z (assuming an alphabetized
list) and vice-versa.  Turning “harder” (i.e., to a larger
extreme) moves faster through the list. To stop at or select
a particular item, the user turns the roller moving through
the list until the desired item is close at hand and then the
user positions it at the top so that the item can be grasped
and removed, for example.

Finally, we have the handedness detection “task”.  In this
case, we do not need a semantic binding since this is not a
user-actuated or explicitly invoked function.  Passive user
interactions (or passive kinemes) do not require semantic
bindings.

Kinemes
Based upon what we felt to be reasonable semantic bind-
ings, we then determined what kinesthetic manipulations
(or kinemes) the user would need to invoke the appropri-
ate command sequence. “Reasonable semantic bindings”
were determined through discussion and informal design
review. For more complex and less obvious tasks more
rigorous evaluation at this stage would ensure solid se-
mantic binding choices before proceeding further in the
design.

For the document navigation task, page turns mapped
readily to a downward finger pressure, followed by a short
directional stroke, ending with a finger lift.  The direc-
tional stroke determines the direction of page turning.
This manipulation is extremely close to page turning in
physical documents, although there is less tactile feedback
than when a physical page is turned.  The grasping ma-
nipulation was essentially a pinch with the thumb and any
finger of the same hand, at a specific position along the
top of the device.

The list navigation task required users to tilt the device or
the “list container” in an arc away from them or towards
them to move through the list. The direction of tilt deter-
mines the direction of the scrolling (A to Z versus Z to A).
Users alter the rate of list movement by the extent of tilt
they apply, as presented by Rekimoto [9]. Selecting a
particular item is done by first moving through the list to a
location close to the item and then ceasing to tilt further
(i.e., maintain the list container in a neutral or vertical
position relative to that item).

Finally, for the handedness detection task we needed to
understand something about how users hold and operate
the intended device.  Essentially, no special kineme
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should be needed other than picking up the device. In
general, manipulations in the “passive user interaction”
category should not require any special manipulation.  In
this case, the manipulation is holding the portable device
with one hand and the stylus with the other.

At this stage of the design, we can evaluate whether the
range of kinemes defined meet kinesthetic constraints.
All are easy to perform (assuming users are not physically
challenged) and do not seem to be anatomically stressing.
None of the proposed manipulations appear to require
embarrassing or culturally offensive movements.  All
seem useable  in a variety of situations.

Choosing the Sensed Manipulations
We now have physical manipulations specified, semantic
bindings for these manipulations (if needed), and an un-
derstanding of the task goals.  We next determined what
sensor technologies and software were needed to support
the manipulations.

The document navigation task requires that  the left and
right upper corner detect a finger press, the direction of a
stroke, and a release of pressure.  Several options are pos-
sible.  Within each application where document reading
occurs, a touch sensitive display can detect pressure points
and their origin, determine if this aligns with a document
upper corner, track the path of pressure to determine the
stroke direction, and execute the appropriate page turn.
Alternatively, the case of the device itself can have em-
bedded pressure sensors on its surface, detect when it is
being pressed, detect the direction of pressure from a
stroke, and have the currently active application respond
appropriately.  We decided to try the latter approach since
this would provide us with opportunities to later use the
sensor technology in other application contexts and across
applications.  Also, we did not need to use valuable screen
real estate for the large area graphics needed to display a
finger operated button. Finally, this allowed us to “retro-
fit”  pressure-sensing technology onto a normally pres-
sure-insensitive device.

Based on our semantic mapping and derived kineme for
navigation by “chunks”, we again decided to use pressure
sensors.  To achieve a grasp with the thumb and a finger,
pressure sensing strips could be attached along the back
and front top edge of the device.  (Recall that whether to
use the top or a side and even the particular concept of
using a grasp was design reviewed during the semantic
binding stage).  In fact, only one pressure sensing strip is
actually needed to determine the press location within the
strip, the second strip is redundant (and thus our final im-
plementation used only one top-mounted pressure strip).
Grasping any portion of the strip moves to a document
position relative to the beginning or ending of the docu-
ment, where the beginning maps to the far left of the strip
and the end maps to the far right of the strip.

Finally, we examined sensor options for unobtrusively
determining handedness, based upon the user simply
holding the portable device in one hand and the stylus in

the other [Figure 2]. Several technologies were possible.
Heat sensors on either side of the device could potentially
detect whether contact with a hand occurred on the right
or left side of the device (based on heat from the user’s
hand).  However, this detection would be complex since
the device itself generates heat and because the surface of
human physical extremities such as hands and feet gener-
ate much lower levels of heat than we originally antici-
pated.  Another alternative was to detect properties of the
writing which are unique to left handed or right handed
writing styles. This is somewhat problematic since these
algorithms are complex and the system can only take ef-
fect after the user has started writing.  We decided to
again use pressure sensing technology to determine the
points of contact and derive how the device was being
held (if at all).  Pressure sensing pads were embedded on
the device case backing at the left and right sides in
alignment with positions used for holding the device.

Implementing the Device Embodied Task
At this stage of the design process, we have determined
the sensor technologies and approximate locations on the
device, and we know what activation of these sensors is
supposed to do in terms of task goals.  We then deter-
mined system software required, communication protocols
for the sensors, and modified applications software.
Lastly, we decided on the status feedback to the user to
indicate that the manipulation had the desired effect (or
some effect).  For purposes of this paper and audience, we
focus on the implementation details and issues which di-
rectly impacted the user interface and interaction design.

Selection of Devices
Our design criteria were that the devices chosen be
handheld, support pen-based input, allow serial port input
(for sensor communication), have a development envi-
ronment for custom applications, and be cost effective
(since we anticipated embedded hardware). Ideally, we
wanted several devices with different form factors.

We decided to use two different portable devices to test
our manipulations. We chose to use a palmtop computer
for the page turning and handedness detection manipula-
tions (a Casio Cassiopeia™).  For the list searching ma-
nipulations, we chose a Palm Pilot™. Clearly, a number
of other devices could have been selected. (see Future
Research section).

Implementation Overview - Document Navigation And
Handedness
The document navigation and handedness sensing appli-
cation was implemented using Windows CE.  The Casio
device was augmented with a network of pressure sensors.
Two pressure pads on the back detect handedness, and
three overlaid strips on the top edge detect the page turn-
ing manipulations (Figure 2 and 3).  The pressure sensor
network reports its current values through an interface
connected to the RS232 port on the device.  A simple
communications protocol was devised, where each packet
indicates the ID of the reporting sensor, and the current
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value of the sensor. Packets are only sent when the value
changes. Absolute values, rather than deltas, are reported,
so that we can recover from dropped/damaged packets.

   (detailed blowup of screen)
FIGURE 2. Handedness detection

The document reading application runs as a multi-
threaded application: one thread performs user I/O, while
the other monitors the sensor stream.

 3(a). Physical page turning     3(b) next page manipulation
FIGURE 3.

To implement the page turning manipulations, three pres-
sure sensors are overlaid at the top edge of the device.
One type of sensor strip reports pressure, but not spatial
location.  The second type reports spatial location, but not
pressure.  Unfortunately, spatial sensors tend to have a
great deal of jitter.  In order to compensate for this, a third
spatial sensor was used, oriented such that its values in-
crease in an opposite direction to the second sensor.  The
sum of the second and third sensor values should be a
constant - if they differ too much from this constant, the
values are rejected. Otherwise, they are averaged, and the
mean value is assigned.  The {location, pressure} values
are stored from the moment of pressure-down to pressure-
up.  If the sum of the inter-location differences is nega-
tive, the user is deemed to be stroking from right-to-left.
If the sum is positive, the user is deemed to be stroking
from left-to-right. If, regardless of this sum, the range of
spatial locations is in a narrow range, the user is deemed
to be pressing at a certain spot (i.e., the grasp gesture
meaning go to that relative position in the document).

The sensor thread of the program detects handedness by
determining which pressure pad (left or right) provides a
high value.  If either provides a high value, the user is
holding the device with (at least) that hand.

Implementation Overview - List Navigation
In order to implement a tilt detection mechanism for con-
tinuous list scrolling on a handheld computer, we investi-
gated a number of commercial sensor products. A com-
mercial tilt-sensor design that has been successfully used
in many products, is based on an electrolyte bordered on
two sides by a pair of conductive plates. As the device is
angled towards or away from either plate, the amount of

electrolyte in contact with the plate varies. The area of
fluid in contact with each plate will affect the impedance
presented by the contacts of the sensor. By monitoring this
impedance and converting its change into a voltage, a
simple ADC interface to a microcontroller can capture the
data and then process it. In our system the tilt angle is
converted into a 4-bit value and transmitted to the Palm
Pilot™ across an RS232 link after being prefixed with the
4-bit sensor-ID, a total of 8-bits for each tilt sample.

   
FIGURE 4.  Rolodex  and Physical manipulation of Pi-
lot™

By mounting a tilt sensor of this type to the case of a Palm
Pilot™,  with the sensor plates parallel to the plane of the
display, we were able to use the sensor readings as a crude
measure of the computers orientation relative to gravity.
We arranged it so that the Pilot generated a neutral read-
ing at the 45 degree point and produced 8 readings for-
ward and backwards from that position: 45 degrees being
close to the comfortable angle that most people read from
the display of the Pilot.  Even though the range of angles
detectable is thus very coarsely defined, we found that it
has been adequate to implement and support the Rolodex–
like metaphor (See Figure 4).

In addition to tilt sensing, we determined that sensors
were needed to differentiate between inadvertent device
movement, such as when walking with it, and intentional
tilting, when the user wished to navigate. There are two
possible ways of addressing this issue. The first method is
to apply higher threshold values to the tilt sensing itself,
thereby removing manipulations which are not of ex-
tremes and hence presumably retaining only deliberate
user requests. This was infeasible in our desired applica-
tion since we wished to use ranges of tilt to indicate the
rate of list movement. Another possible solution is to cre-
ate a second specific manipulation which indicates user
intention. In our case, we decided to use an initial squeeze
of the device to indicate the desire to navigate through the
list, followed by a second squeeze to “grasp” the desired
item, thereby ending the navigation task. Users did not
have to maintain the squeezing pressure during navigation
in order to avoid muscle stress. The device was padded
with foam to further suggest squeezing capability.
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To achieve the squeeze feature, we attached pressure sen-
sors along both sides of the Palm Pilot™ in positions
which aligned with the users’ fingers and thumb (inde-
pendent of which hand was holding the device). To differ-
entiate squeezing from holding the device, we tested a
number of users and derived an appropriate threshold
value for the pressure sensors. (In this case using higher
pressure threshold values to differentiate inadvertent from
intentional action was appropriate). 

Status Feedback
Status feedback is tightly coupled with the original task
goals and specification.  For these particular prototypes,
we used visual feedback within the application context to
indicate when a manipulation was sensed and had taken
effect.  We did not need to differentiate between sensing a
manipulation and its execution since the hardware and
software were optimized to ensure a fast response time.

For the page turning manipulations, the contents of the
document shown on the display change.  We display the
current page number which indicates where in the docu-
ment the user currently is.  After a page turning manipu-
lation, both the page number and contents change to re-
flect either the preceding or next page, depending upon
the direction of the stroke. A grasp gesture will move to a
new location in the document and display the new loca-
tion’s page number and contents.

The handedness detection is immediately visible when the
user invokes any application that wants to be “handed-
ness-aware”.  In the specific task we implemented, for a
left handed user, text is immediately right justified and
annotation space remains at the left side of the text.  The
reverse is true for right handed users.  When both hands
are used or the device is set down (i.e., no hands), the text
appears centered.

The list navigation task provides two levels of user feed-
back.  Since the device is often moved about, the “tilt
feature” is initially disabled. When users wish to navigate
through lists they commence movement by squeezing the
device. At this point the device is tilt-enabled.  At present
we have a message displayed indicating this to the users
(it says “Go Tilt!”). Clearly, a different message and a
different means of conveying tilt-enabled would be better.
Independent of this or any message, it is visually obvious
when tilt-based navigation is enabled. Tilting works as
described and users can see the list flipping through en-
tries at varying rates of speed in the appropriate direction,
depending upon the direction and magnitude of the tilt.
The display ceases moving when the user either holds the
device in the neutral position or again squeezes the de-
vice, thereby disabling tilt.  (This is akin to grabbing the
currently displayed item).

USAGE
A number of interesting and diverse design issues arose
along the way at each stage of design and prototype de-
velopment.  In addition to the insights and course correc-
tions made along the way, we learned many interesting

things when we had people use the prototypes. In this
section, we highlight both positive and negative feedback
from our test users.

General Comments and Impressions
In general, users found the manipulations “intuitive”,
“cool”, and “pretty obvious in terms of what was going
on”. Some interactions needed slight explanation or a
quick demonstration so that users understood that their
manipulations would be interpreted. Our test users had
little or no exposure to physically embedded user inter-
faces and therefore often did not expect interaction with
the device to be understood. Undoubtedly, conveying the
basic paradigm will be necessary here in the same way
that users needed to understand the conceptual foundation
for direct manipulation interfaces and using a mouse. One
interesting point is that once users understood the basic
premise, they immediately begin to explore the range of
interaction.  For example, with GUIs, users try out what is
“click-able” by moving around the screen with the cursor
and trying. In the same manner, users working with our
prototypes tried a variety of manipulations to see what the
range of detectable interactions was.   For example, to
turn pages they tried long strokes, short strokes, quick and
slow strokes, light pressure, hard pressure, and starting the
stroke at different points on the device surface.

While the user explicit interactions were quickly under-
stood, the passive interaction (handedness) was perceived
as “magical”. Since no explicit commands or manipula-
tions were needed, users seemed amazed that the device
recognized and optimized for handedness. They were un-
able to tell how this was accomplished without us ex-
plaining it. This suggests not only that passive kinemes
can be powerful, but, when well integrated with the de-
vice form factor, they greatly impact the users’ interaction
experience. We clearly need to explore more passive ma-
nipulations to see if this is a general property for passive
kinemes.

Document Navigation Task
Within the document navigation task a number of inter-
esting usage observations were made. Because of our need
to overlay pressure sensors, users now had to exert harder
pressure than they anticipated for the page turning ma-
nipulations. Users try out kinemes based on their expecta-
tions of the real-world analogies. A page turn in a paper-
back book, for example, takes very little pressure. Users
initially attempted the exact same manipulation on the
device, which was too light to be sensed. They were able
to quickly adjust through practice, however, all users
made the same initial attempt. Improvements in our sen-
sor solution to detect lighter page turning strokes would
clearly be an improvement. In general, we believe that
users will attempt to exactly replicate the analogous real–
world manipulation, when those metaphors are used, and
they will expect them to work. If we are striving for en-
riched interaction experiences, the more exactly we can
support or match these expectations the better.
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Users had no problem in discovering the manipulation
needed for “previous page”, once they had tried the “next
page” manipulation. Despite slight differences in the pres-
sure required over that of real–world interaction, users
relied on extending their understanding of the real–world
metaphor to guide their further assumptions about what
was possible with the device–embedded interface. As in
GUI design, small inconsistencies in metaphor seem to be
forgiven (or perhaps it is because of experience with GUIs
that this occurs).

Users needed to have the navigation by “chunks” mecha-
nism described to them. Almost certainly this was because
the device did not resemble a book, nor did the kineme
map directly to that method of manipulation in the real
world. Grasping along a strip which indicates relative po-
sition is unique to this interaction. Once described or
briefly demonstrated, users had no trouble in remembering
this or applying it.

One difficulty arose as a consequence of our implementa-
tion strategy. Since page turning strokes and grasping are
both done on the same region and both use pressure sens-
ing, it was sometimes difficult to differentiate between a
very short stroke and a “wide grasp”. For example, the
disambiguating algorithm would sometimes guess incor-
rectly. This would surprise the users. This problem is not
easily solved by adjusting our algorithms for sensing
strokes since users’ finger widths vary and we want to
support short strokes. We need to re-examine (a) whether
there are better sensing technologies available or a differ-
ent configuration which would solve this, (b) whether mi-
nor alterations to the kineme used would help differentiate
these two, or (c) whether there is a better semantic bind-
ing for navigation by chunks.

In general, the “navigation by chunks” task  illustrates the
tradeoff between intuitive real–world mappings which try
to stay true to the real–world (and hence may be difficult
to implement) versus learned mappings (which may be
more easily integrated into the device).  At this point, it is
unclear how much learning is reasonable given that the
overall goal is enriched interaction experience and intui-
tive interfaces.

List Navigation Task
The list navigation task revealed some additional  design
issues. (This provided support for our design approach of
prototyping using different device form factors, different
manipulations, and differing sensing technologies).

We discovered that the tilt sensing was highly sensitive
and hence any movement tended to effect it. For this rea-
son, we combined the tilt manipulation with a squeeze
gesture to indicate intentional navigation. Different tilt
sensing mechanisms might minimize or alleviate this
problem.

Another issue was determining the range of angles for the
tilt operation and the value for the neutral angle where the
device remains in a resting state.  We determined the

neutral angle through evaluation of a number of users.
The range of tilt angles was partly based on just notice-
able differences (JNDs) both in terms of discernable tilt
angles and in terms of discernable list scrolling speeds.
Range of perceptible motion is clearly an important de-
terminant in setting and assigning values for command
parameters.  At present we have 6 different rates of
scrolling based on 16 tilt angles.

One outcome of user testing was the difficulty in stopping
at a particular entry within the list. Users would scroll
quickly to the correct general area, then attempt to scroll
slowly to the desired entry. We now believe that our slow
scrolling speed is still set too high as users tend to over-
shoot the target item. In general, fine tuning is character-
istic of continuously issued gestural commands which
control rate and/or direction of a corresponding action.
We are investigating this issue further to determine how
much individual differences amongst users effects ability
to precisely control list manipulation. This suggests that
some “layered manipulations” may be useful, with one
type of manipulation for coarsely specified actions, fol-
lowed by a second manipulation for finely specified ac-
tions.

Finally, as a consequence of using tilt to control list navi-
gation, display visibility was an issue.  In particular, we
avoided use of extreme angles of tilt since the Palm Pi-
lot™ display was not readable at these angles. Different
devices and/or displays have different viewing angle re-
strictions with must be taken into account if the display is
the primary feedback mechanism or if the display plays a
central role in the task goal.

Handedness Detection
The passive manipulation used in the detection of hand-
edness worked amazingly well.  It seamlessly detected
and responded correctly and users did not need to alter
their usage of the device in any way from what seemed
natural.  All users remarked on the “magical” nature of
this feature.

Although there were virtually no problems with the ma-
nipulation itself, we did test a number of users to fine-tune
the placement of pressure pads to accommodate different
sized hands, slight differences in method for holding the
device, and whether the left and right hand were used in
exactly the same positions.

One aspect of this interaction that still requires adjustment
is the changeover from one hand to another. If users mo-
mentarily shift the device from one hand to the other, the
contents of the screen immediately move as well. One
improvement is to briefly delay the change to determine
that the user is not merely rapidly shifting the device to be
more comfortable. Determining a time duration for de-
tecting a “resting state” versus a “transient and temporary
change” might improve the current interface.
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FUTURE DIRECTIONS
In this paper we have outlined a design process framework
applied to three specific cases of physical manipulation
prototypes. We discussed the methods for creating “good”
designs and of identifying problems using this framework.
Finally, we briefly outlined some of the results of user
testing of these prototypes.  Interesting research remains
to be done.

Obvious extensions are to implement other novel ma-
nipulations, new semantic bindings, and test out new sen-
sor technologies.  We are interested in further exploring
user explicit manipulations as well as seamlessly sensed
passive manipulations, with a goal of better understanding
this new paradigm and enriching the user’s interaction
experience.

This new type of interaction can be very dependent on the
form factor of the device being augmented. We are inter-
ested in incorporating new manipulations into a number of
different devices including tablet computers, conventional
scanners, copiers, and monitors.

User expectation is often based on real–world experience,
particularly if strong real–world analogous situations are
represented. We would like to augment our status feed-
back from the visual feedback of the current prototypes to
also include auditory feedback, animation, and potentially
increased tactile feedback (though not necessarily forced-
feedback).

We would also like to prototype devices without displays
and determine what kinds of manipulations and status
indicators are possible and what types of computational
power can be enhanced by such devices.

These all represent interesting research areas for further
systematic investigation, such that we obtain a better un-
derstanding of physically embedded user interfaces as a
new paradigm, its limitations and strengths, and derive
design principles to guide others exploring this area.
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