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Abstract—Multiple-input multiple-output (MIMO) is one form
of the smart antenna technology that uses multiple antennasat
both the transmitter and receiver to improve communication
performance. In this paper, we investigate the problem of
medium access control in wireless local area networks (WLANs)
with downlink multi-user MIMO (DL MU MIMO) capability.
We propose a CSMA/CA MAC protocol with three response
mechanisms for DL MU MIMO and compare the performance
of DL MU MIMO with the beam-forming (BF) based approach.
A novel per-station weighted queuing mechanism is proposed
to achieve fairness in the network. Performance analysis and
simulation study both show that the proposed DL MU MIMO
mechanism incurs low overhead and provides significant through-
put performance gain over BF based approach in high SNR
scenarios.

I. I NTRODUCTION

Multiple-input multiple-output (MIMO) is one form of
the smart antenna technology that uses multiple antennas at
both the transmitter and receiver to improve communication
performance. MIMO communications have been extensively
studied for next generation cellular networks and have been
adopted for wireless local area networks (WLANs) as specified
in the IEEE 802.11n standard [1].

A MIMO system takes advantage of two types of gains,
namely, spatial diversity gain and spatial multiplexing gain [2].
Spatial diversity can combat severe fading and improve the
reliability of the wireless link by duplicating information
across multiple antennas. Spatial multiplexing takes advantage
of the multiple physical paths between the transmit and receive
antennas to carry multiple data streams. It has been shown that
in a MIMO system withN transmit andM receive antennas,
the channel capacity grows linearly withmin{N, M} [3].
Recent results show that similar capacity scaling applies when
an N -antenna access point (AP) communicates withM users
simultaneously [2]. A multi-user (MU) MIMO system has the
potential to combine the high capacity achievable with MIMO
processing with the benefits of multi-user space-division mul-
tiple access. Such technology is being considered for the next
generation of 802.11 (802.11ac). Particularly, we’re interested
in downlink (DL) MU MIMO systems, where an AP can
transmit to multiple users simultaneously.

There has been prior work that studied the benefit of DL MU
MIMO techniques in WLANs [4]–[6]. Applying an Earliest
Deadline First (EDF) scheduling algorithm, Choi, Lee, and

Bahk [4] demonstrated the performance benefit of DL MU
MIMO over the single-user mechanism. This work focused
on the performance analysis of DL MU MIMO, but did not
consider MAC protocol design and MAC overhead in its
analysis and simulations.

A MIMO distributed coordination function (DCF) protocol
was presented in [7], using modified request-to-send/clear-
to-send (RTS/CTS) frames to exchange antenna selection
information and exploiting diversity and multiplexing gains. A
modified acknowledgement (ACK) frame was also introduced
to indicate whether a packet is received successfully on per
spatial stream basis. In contrast, our proposed protocol does
not modify RTS/CTS/ACK frames. A distributed MIMO-
aware MAC was proposed in [8], assuming a three element
antenna array based MIMO system that allows two simulta-
neous transmissions in a single collision domain. As will be
discussed in Section III, our proposed solution can work for
any antenna configuration.

In [5], the authors proposed a distributed DL MU MIMO
MAC protocol that is based on the IEEE 802.11 MAC and
provided an analysis of the proposed MU MAC protocol
in terms of the maximum number of supported users and
network throughput. The MAC protocol proposed in [5] is
similar to one of our proposed protocols, i.e. the scheduled
response mechanism (see Section III). However, we propose
and evaluate multiple different response mechanisms for DL
MU MIMO in this paper. We also propose enhancement
mechanisms that work with DL MU MIMO, such as dynamic
MAC protection and per-STA weighted queuing.

In this paper, we investigate the problem of medium access
control in WLANs with DL MU MIMO capability. The main
contributions of this paper are summarized as follows: First,
we propose a CSMA/CA based medium access protocol with
multiple response options for DL MU MIMO WLANs. A
dynamic MAC protection scheme is proposed to reduce the
overhead of MAC protection. Secondly, we propose a novel
per-STA weighted queuing mechanism to achieve fairness in
the network. We derive the optimal saturation throughput with
respect to the number of simultaneous contending devices.
The proposed MAC protocol can fully exploit spatial mul-
tiplexing and maximally reduce overhead associate with the
MAC mechanism. It can achieve better performance than the
802.11n transmit beamforming (TxBF) mechanisms [1], as
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demonstrated in our simulation studies.
The remainder of this paper is organized as follows. In

Section II, we introduce the system model. The proposed MAC
protocol is discussed in Section III. We present an analysisof
the proposed MAC protocol in Section IV. Our simulation
evaluation of the proposed protocol is presented in SectionV.
Section VI concludes this paper.

II. SYSTEM MODEL

We consider an enhancement to an IEEE 802.11n system
where the AP hasN transmit andN receive antennas. Assume
the AP transmits simultaneously to different stations (STAs) in
the same basic service set (BSS). WithN transmit antennas,
the AP can transmit a total ofN spatial streams. TheseN
streams can be distributed across a maximum ofN STAs.

When the AP transmits different streams to multiple STAs,
interference from streams intended for one STA will cause
interference to the other STAs. This is represented by the
following equation.
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whereYi is the received signal at theith STA (with dimensions
NRx × 1), Xi is the transmitted streams to theith STA (with
dimensionsNss × 1), Nss is the number of spatial stream
for each STA,Hi is the channel between the AP and theith
STA (with dimensionsNRx ×NTx), Wi’s are weights applied
at the transmitter (with dimensionsNTx × Nss), ρ is the
received power,M is the number of STAs,Zi is addition white
Gaussian noise at theith STA (with dimensionsNRx×1), NRx

is the number of receiving antennas at a STA, andNTx is the
number of transmitting antennas at the AP.

The signalHiWjXj received byYi causes interference
when decoding its streamsXi when i 6= j. The AP can
mitigate this interference with intelligent beamforming tech-
niques [9]. For example, if we select weights such that
HiWj = 0 wheni 6= j, then the interference from other STAs
is canceled out.

A simple linear processing approach is to precode the data
with the pseudo-inverse of the channel matrix [9]. To avoid the
noise enhancement that accompanies zero forcing techniques,
the minimum mean square error (MMSE) precoding can be
used instead. To describe this approach, we first present the
entire system model including all STAs as follows.
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That is,

Y =

√

ρ

M
HWX + Z. (2)

The MMSE precoding weights are then given as follows.

W =

√

ρ

M
H†
( ρ

M
HH† + Φz

)−1

, (3)

where Φz is the noise covariance matrix andH† is the
Hermitian ofH .

Interference cancellation techniques can be implemented
in the receiver to further reduce degradation from multiple
access interference. When the receiving STA has more receive
antennas than the number of spatial streams it intends to
received, the extra antennas can be used to cancel out the
spatial streams intended for other STAs. If channel state
information (CSI) is known for the channel dimensions of
the interference streams (i.e.,HiWj ), the CSI can be used to
null interference in an MMSE receiver. This type of equalizer
structure is given byGiYi, where
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√
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i HH
i
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M
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k HH
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)−1
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To compare DL MU MIMO to single user 802.11n TxBF,
we assume that the transmitter weights are generated using
the eigenvectors from singular value decomposition (SVD).
Though a specific weighting scheme is not defined in 802.11n,
SVD yields maximum likelihood performance with a simple
linear receiver [10]. The system equation with single user
TxBF is expressed as,

Y = ρHV X + Z. (5)

where the SVD ofH is UΣV . When the AP has more
antennas than transmitted spatial streams, the TxBF gain can
be substantial even when the receiver has the same number of
receive antennas as spatial streams.

III. CSMA/CA BASED DL MU MIMO PROTOCOL

In this section, we describe a DL MU MIMO MAC protocol
based on CSMA/CA. Three different response mechanisms are
proposed, as well as a novel weighted queuing mechanism to
mitigate the fairness problem.

A. CSMA/CA Based DL MU MIMO MAC Protocol

The IEEE 802.11 MAC protocol is based on carrier-sense
multiple access with collision avoidance (CSMA/CA) [11]. In
this section, we propose to extend the 802.11 MAC to support
DL MU MIMO transmission. With the proposed extension,
an AP contends for the medium using the normal 802.11
enhanced distributed channel access (EDCA) procedure. Once
an STA wins the channel, the AP transmits multiple packets
that are destined for different STAs simultaneously.

We describe three response mechanisms that can be used
for the AP to collect acknowledgments from STAs. The first
response mechanism is illustrated in Fig. 1. This is a polled
response mechanism, where the AP transmits block ACK
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Fig. 1. CSMA/CA based DL MU MIMO protocol with polled response.
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Fig. 2. CSMA/CA based DL MU MIMO protocol with scheduled response.

request (BAR) frame to each destination STA in turn to solicit
block ACKs (BAs).

The remaining two scheduled response mechanisms are
illustrated in Fig. 2. With these approaches, the AP includes
an offset in the frame header. The offset defines when a
destination STA can return a BA. Each STA transmits a BA,
following the offset defined in the header of the received
frame. In one option, BAs from different STAs are separated
by short inter-frame space (SIFS); in another option, BAs are
separated by reduced inter-frame space (RIFS). Because RIFS
is 2us and SIFS is 16us, scheduled response with RIFS has
smaller MAC overhead than scheduled response with SIFS.

In the case when one of the packets in the DL MU MIMO
burst is not successfully received, the corresponding receiver
would not reply a BA. Using the polled response mechanism,
if an AP senses the medium idle PIFS after transmitting a BAR
frame, it immediately transmits a BAR frame towards the next
destination STA, as illustrated in Fig. 3. This error-recovery
mechanism serves two purposes:

• to avoid gaps between responses and keep the medium
busy so that other STAs do not attempt channel access
and collide with the remaining BAs, and

• to reduce the response overhead by not waiting for the
duration of the BA.

The AP’s backoff procedure for an MU transmission is as
follows. If a response is received from at least one of the
STAs address in the DL MU MIMO burst, the AP assumes
there is no collision. If a response is not received from any
of the STAs address in the burst, then the AP assumes a
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Fig. 3. Error recovery for polled response mechanism.
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Fig. 4. Flow chart of the AP backoff procedure.
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Fig. 5. Illustration of a hidden node scenario.

collision and initiates exponential backoff. A dynamic MAC
protection scheme is combined with the AP backoff procedure,
in which the AP does not turn on MAC protection until a
failure occurs. This is because RTS/CTS exchange introduces
a fixed overhead. If there is no collision in the network, MAC
protection incurs overhead rather than providing benefits.The
flow chart of the AP backoff procedure is illustrated in Fig. 4.

B. Per-STA Weighted Queuing Mechanism

After a DL MU MIMO transmission, the AP does not
initiate exponential backoff when only one STA does not
respond with a BA. However, in some cases, the AP may
choose not to transmit to the STA that fails to transmit a
BA. Fig. 5 illustrates a scenario where AP1 and AP2 are
hidden nodes with respect to each other and thus cannot
detect each other’s transmission. Because AP2’s transmission
to STA3 can interfere with AP1’s transmission to STA1 and
vice versa, packets destined for STA1 and STA3 would collide
with each other. If STA1 is part of a DL MU MIMO group
but STA3 is not, AP1 would keep on transmitting to STA1
without exponential backoff because other STAs in the DL MU
MIMO group have successfully received their packets while
AP2 would keep on backing off exponentially. As a result,
STAs in a DL MU MIMO group gain an unfair advantage on
channel access.

To mitigate this fairness problem, we propose a per-STA
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Fig. 6. Illustration of Weighted Queuing at the AP.

weighted queuing mechanism at the AP [12], as illustrated
in Fig. 6. When downlink traffic arrives at the AP, it is
buffered according to its destination MAC address and its
access category (AC). For each queue, there is one associated
weight counter, i.e. WC[STA][AC], and one random weight,
i.e. RW[STA][AC].

In Fig. 7, we show the flow chart of the per-STA
weighted queuing mechanism. Initially, WC[STA][AC] is set
to CWmin[AC], and RWs are set to zero, where CWmin[AC]
is the minimum contention window defined for an AC. For
every idle time slot, all non-zero RWs are decremented by one.
When the AP is ready to transmit packets from a particular AC,
it only chooses packets from the queues where RW[STA][AC]
is zero. If the transmission for a particular STA receives a
response, the corresponding RW[STA][AC] is set to zero and
WC[STA][AC] is set to CWmin[AC]. If the transmission for a
particular STA does not receive a response, the corresponding
WC[STA][AC] is incremented as follows:

WC[STA][AC] = (WC[STA][AC] + 1) × 2 − 1, (6)

and RW[STA][AC] is drawn as a random integer from a
uniform distribution over an interval [0, WC], which is
RW[STA][AC]= Random([0, WC]).

This weighted queuing mechanism is equivalent to imple-
menting an internal per-STA backoff procedure at the AP
such that all STAs that are involved in a collision initiate
exponential backoff.

IV. PERFORMANCEANALYSIS

In this section, we derive the saturation throughput of
WLAN system using the proposed protocol. The system’s
saturation throughput is defined as the combined throughput
achieved at the top of the MAC layer when all nodes in the
systems are fully loaded at all times.

It is assumed that the devices use MAC frame aggregation
schemes, such as aggregated-MAC Protocol Data Unit (A-
MPDU), and multiple transmissions in one transmit opportu-
nity (TXOP). We follow the assumptions made in [13] and
the same 2-D Markov chain model. In the Markov chain
mode, each state is represented by{s(t), b(t)}, wheres(t) is
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Fig. 7. Flow chart of weighted queuing.

defined to be the stochastic process representing the backoff
stage [0, 1, · · · , m] of the station at timet and b(t) is the
stochastic process representing the backoff time counter for a
given station. The maximum backoff stage, i.e.,m, takes the
value such thatCWmax = 2mCWmin, whereCWmax is the
maximum contention window andCWmin is the minimum
contention window.

Let S be the normalized system throughput, defined as the
fraction of time when the channel is used to successfully
transmit the payload bits.S can be expressed as the average
payload bits transmitted in a TXOP divided by the average
length of a TXOP. Based on the 2-D Markov chain mode, we
extend the analysis in [13] and derive the system saturation
throughput as:

S = PAP

PsPtr

∑M
j=1

∑Nj

i=1 E[Pij ]

(1 − Pij)σ + PtrPsTs + Ptr(1 − Ps)Tc

+

PSTA

PsPtr

∑n−1
j=1

∑

i=1 NjE[Pij ]

(1 − Pij)σ + PtrPsTs + Ptr(1 − Ps)Tc

(7)

Ts = TXOPdur (8)

Tc = TRS + DIFS (9)

Ptr = 1 − (1 − τ)n (10)

Ps =
nτ(1 − τ)n−1

1 − (1 − τ)n
, (11)

wherePAP is the probability that the AP wins the contention,
PSTA is the probability that a STA wins the contention,M is
the number of users to which an AP can transmit simultane-
ously,Ts is the average time consumed by a successful TXOP,
Tc is the average medium time a collision consumes,σ is the
duration of a time slot,RTS is the transmission duration of
the RTS frame,n is the number of contending devices in the
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Fig. 8. Saturation throughputS vs. number of contending devicesn (optimal
EDCA parameters).

network, including the AP and the stations,τ is the probability
that a device transmits in a randomly chosen time slot,Ps

is the probability that a TXOP is successfully set up,Ptr is
the probability that there is at least one transmission in the
considered slot time,

∑Nj

i=1 E [Pi] is the combined average
payload size ofNj A-MPDUs that are transmitted in the
TXOP.

Equation (7) can be rearranged as follows:

S =

1
n

(

∑M

j=1

∑Nj

i=1 E[Pij ] +
∑n−1

j=1

∑Nj

i=1 E[Pij ]
)

Ts − Tc + Tc−(1−τ)n(Tc−σ)
nτ(1−τ)n−1

. (12)

Under conditionτ ≪ 1, τ can be estimated as [13]

τ ≈

(

n

√

Tc

2σ

)−1

. (13)

In Fig. 8, we plot the relationship between the optimal
saturation throughputS and the number of contending devices
n in the BSS. When all contending devices have equal
transmission opportunities, the saturation throughput ofthe
network increases with the number of contending devices due
to spatial diversity gain achieved by DL MU MIMO.

V. SIMULATION STUDY

The proposed DL MU MIMO MAC protocol is imple-
mented in OPNET Modeler [14]. Using OPNET simulations,
we evaluate the performance of the proposed DL MU MIMO
MAC protocol and compare its performance with that of the
beam-forming protocol. Our simulations consider a typical
WLAN topology, consisting of one AP, equipped with four
antennas, and multiple STAs, each of which is equipped with
two antennas. Other simulation parameters are presented in
Table I.

To support DL MU MIMO, we assume that the STA
implements interference cancellation techniques necessitating
more receive antennas than received spatial streams. Therefore
in the simulations, the AP only transmits one spatial stream

TABLE I
SIMULATION PARAMETERS

Parameter (unit) Value Parameter (unit) Value

DL MU MIMO data 65 aSlotTime (µs) 9

rate (Mbps)

BF data Rate (Mbps) 130 aSIFSTime (µs) 16

Control rate (Mbps) 24 TXOP duration (ms) 3

RTS (byte) 20 A-MPDU size (byte) 1,500

CTS (byte) 14 CWmin 7

BA size (byte) 32 CWmax 63
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Fig. 9. Saturation throughputS vs number of contending devicesn
(bidirectional traffic).

to each STA, which has two antennas. However, when TxBF
is used in the simulations, each STA can receive two spatial
streams. Because STAs are placed close to the AP, on average
the achievable signal-to-noise ratio (SNR) at each receiver is
at least 30dB.

We first compare the saturation throughput of DL MU
MIMO with that of TxBF with respect to the number of
contending devicesn. The simulation results are plotted in
Fig. 9. It can be seen that saturation throughput achieved by
beam-forming degrades. The reason is that DL MU MIMO can
effectively take advantage of the spatial diversity gain, which
is larger when the number of contending STAs increases, while
the beam-forming scheme does not have this capability.

We next evaluate the performance of the three DL MU
MIMO response mechanisms, assuming a WLAN with one
AS and three STAs. As illustrated in Fig. 10 and Fig. 11,
due to spatial multiplexing gain, when the AP can transmit
simultaneously to three STAs, all DL MU MIMO techniques
achieve higher saturation throughput than TxBF. When MAC
protection is not enabled, the polled response mechanism
performs better than the scheduled ACK mechanisms. This is
because the polled response mechanism implements an error
recovery mechanism and thus is more robust than scheduled
ACK mechanisms when there is no MAC protection. When
MAC protection is enabled, schedule ACK mechanisms per-
form better than the polled ACK mechanism due to the lower
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MAC protocol overhead.

VI. CONCLUSION

In this paper, we proposed and evaluated a CSMA/CA
based DL MU MIMO protocol with three response mech-
anisms. Furthermore, we propose a novel weighted-queuing
mechanism to achieve fairness in the WLAN where DL
MU MIMO is utilized. Analysis and simulation study both
show that when the number of contending STAs increases,
the saturation throughput achieved by DL MU MIMO also
increases. Furthermore, our simulation results show that DL
MU MIMO can achieve better performance than BF when
there are more than two STAs in the network.
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